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Large Language Models

We can not detect

We do not want to detect

What should we do?



What is a Large Language Model?

A large language model is a stochastic function, plus a deletion step:

𝜇: 𝑇𝑛 → ∆ 𝑇
(𝑡1, … , 𝑡𝑛) ↦ 𝑡𝑛+1

⇝ (𝑡2, … , 𝑡𝑛+1)

(a finite-state Markov chain)

• The probabilities (weights) are generated 

by training it on a lot of text.

• The tokens are (case-sensitive) “words”.

Remarks 1-18 on GPT – Cleo Nardo, Lesswrong, 24th March 2023.

Large Language Models

https://www.lesswrong.com/posts/7qSHKYRnqyrumEfbt/remarks-1-18-on-gpt


A Large Language Model can be 

customised and enhanced through:

• Prompt engineering.

• Supervised fine-tuning.

• Self-supervised reflection (iteration).

• Reward models.

• Filters.

• User interfaces/prompt generation.

• Plugins. 

• Interactions with other generative AI.

Large Language Models



Ok, but what can it do?

Large language models can…

➢ Generate human-like text;

➢ Write and debug computer programs;

➢ Compose music, teleplays, fairy tales, and student essays; 

➢ Answer test questions;

➢ Write poetry and song lyrics;

➢ Emulate a Linux system; 

➢ Simulate an entire chat room; 

➢ Play games like tic-tac-toe; 

➢ Engage in natural conversation;

➢ Translate between languages;

➢ Produce instructions for external tools, plugins or other LLMs;

…and much more.

It can answer queries, and perform

tasks as instructed.

Large Language Models



A tidal wave of bots

Large Language Models



LLMs today:

➢Separate interfaces.

➢ Text-based input.

➢ Limited functionality.

➢Behind waitlists/paywalls/limited previews.

➢ In-browser.

➢ Largely generic/unprompted.

Large Language Models



LLMs tomorrow:

➢ Integrated.

Large Language Models

https://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot-your-copilot-for-work/


LLMs tomorrow:

➢ Integrated.

➢Multimodal.

Large Language Models

https://openai.com/blog/introducing-the-chatgpt-app-for-ios
https://openai.com/research/gpt-4


LLMs tomorrow:

➢ Integrated.

➢Multimodal.

➢High usage limits.

➢Available to everyone.

➢Everywhere.

➢Highly specialised.

Do not focus on current generative AI. Think ahead!

Large Language Models



Ultimately…

➢ Detailed performance reports are interesting, but not very

useful to us.

➢ It takes time, effort and research to develop new policies 

and frameworks.

➢ Playing catch-up with generative AI is a losing strategy.

➢ We should aim for one radical, big change instead of 

hundreds of small ones.

➢ Work as if generative AI were better than it is right now and 

focus on the medium-long term.

Large Language Models

Should detection play a role in this change?



Four types of detection

➢Human insight.

➢Machine Learning detectors.

➢Watermarked models.

➢Surveillance/fingerprinting.

We can not detect



Human insight

➢Sometimes, you can just tell.

We can not detect



➢ Similar inputs produce similar outputs.

➢ There aren’t many simple inputs.

➢ Basic users of large language models are likely detectable.

➢ Advanced users are likely not detectable.

Does any of these

cards look 

familiar?

We can not detect

Beware of the ‘‘Canva effect’’
(lazy user model)



Beware of the ‘‘Canva effect’’

‘‘Write a cover letter as Bob Smith 

applying to a BSc in mathematics at the 

University of Manchester’’

‘‘Write a cover letter as Bob Smith 

applying to a BSc in mathematics at the 

University of Manchester. Use positive 

language, and an excited tone. Use 

unlikely words. Give nuance to claims

and include concrete examples with 

abstract statements. The course

specification is […]. Bob’s grades are 

[…]. Write as a competent, ambitious

and intelligent 18 year old boy with high 

proficiency in the English Language. 

You do not have to mention everything

in the prompt, only what is relevant’’.

➢ Standard.

➢ Boring.

➢ Generic.

VS

➢ Original.

➢ Personal (one of a kind).

➢ Can be refined further to 

improve the result.

(lazy user model)

We can not detect



➢ Software that takes text as input and identifies sentences likely to 

have been written by a large language model.

Machine learning detectors

We can not detect

…

https://www.reddit.com/r/ChatGPT/comments/11gdlh6/ever_since_the_boom_of_chatgpt_my_teacher_has/


Detectors are trained to identify fully LLM-generated content

Machine learning detectors

We can not detect

➢Unclear performance on co-created content.

➢ There are many different LLMs.

➢Detectors are very vulnerable to paraphrasing.

https://platform.openai.com/ai-text-classifier


Detectors are trained to identify fully LLM-generated content

Machine learning detectors

We can not detect

➢Unclear performance on co-created content.

➢ There are many different LLMs.

➢Detectors are very vulnerable to paraphrasing.

➢ There is evidence on the detection problem being 

fundamentally unsolvable*.

*V. Sadasivan, A. Kumar, S. Balasubramanian, W. Wang, S. Feizi (2023), Can AI-

Generated Text be Reliably Detected? https://arxiv.org/abs/2303.11156.

https://arxiv.org/abs/2303.11156


A non-example

We can not detect

➢ I tried other prompts with GPT-4, all “very unlikely AI-generated”.

https://chat.openai.com/share/a19bf3ef-4ff0-4ca2-9b91-6f67ca81fb99


An example with 3.5

We can not detect

https://chat.openai.com/share/dcc2dcf8-aa88-4606-b3cc-2e5237076d1c


An example

We can not detect



LLMs are trained on human-generated text

Machine learning detectors

We can not detect

➢Evidence of higher rates of false positives in content 

produced by non-native English speakers.

https://www.newscientist.com/article/2370080-tools-to-spot-ai-essays-show-bias-against-non-native-english-speakers/
https://www.turnitin.com/products/features/ai-writing-detection


As models get better…

Machine learning detectors

We can not detect

…detectors get worse.

➢ The more variety of text LLMs can write, the harder it

is for a detector to avoid false positives.

➢ Most outputs will be cowritten, to allow results to be 

personalised and enhance human input’s

contribution to the output.

➢ It is possible to fine-tune a LLM to reproduce one’s

writing style! 



➢ Detection that relies on watermarking is vulnerable to any non-

watermarked large language model. 

➢ Detection that relies on watermarking is likely vulnerable to 

paraphrasing tools (much less sophisticated to build than LLMs).

➢ There is a strong business case for non-watermarked models.

Watermarking

We can not detect

THE OUTPUT HAS

WORDS PICKED

FOLLOWING A RULE

WORDS

THE

PICKED

HAS

A

OUTPUT

WORDS

RULE

FOLLOWING

➢ It is possible to influence the choices of words in a LLM.



➢ There are issues with co-creation and 

integrated AI tools.

➢ Accessibility, anxiety and usual issues 

with mass surveillance protocols apply.

Surveillance/fingerprinting

We can not detect

Idea: the student works in a controlled environment, and this is

used to validate authenticity of the work performed.

Keeping track of 

drafts

Fingerprinting the student’s

writing and flagging everything

that differs significantly.

Having students

work in a 

controlled VLE



Detectors are misaligned tools

We do not want to detect

➢ Examiners want to find out how much of the essay is the student’s 

own work, and how much was generated by the model.

➢ Detectors, however, only tell how much of the text matches the 

modal weights distributions of a large language model.



Consider two students…

We do not want to detect

“How much of the text was written by AI” 

is not what we want to measure!



A detector’s output is not falsifiable

We do not want to detect

➢ AI detectors cannot prove conclusively that text was written by AI.

➢ AI detectors introduce bias in the marking process. 

Both false and true positives may lead the marker to assign a 

lower grade, consciously or otherwise.



Malpractice is a serious matter

We do not want to detect

➢ Being investigated for malpractice is very unpleasant.

➢ Current policies work because anti-plagiarism detectors are 

demonstrated to be accurate, and enable the lecturer to check 

their output for accuracy. 

AI detectors do neither!

https://www.reddit.com/r/college/comments/11m684f/professor_is_accusing_me_of_using_an_ai_for/


➢ Accessibility tools will soon make extensive use of 

generative AI. Detection policies would discriminate 

students who rely on those.

A few more issues

We do not want to detect

➢ Privacy issues. With a ban/detection policy, students

would be de-facto encouraged to paste their work (even

if AI was not used!) into dubious websites to check it is

not flagged.

https://www.bemyeyes.com/
https://openai.com/blog/introducing-chatgpt-and-whisper-apis


➢ Detectors are currently unreliable and fundamentally unreliable.

➢ Detectors introduce bias in the marking process.

➢ A detector’s output is non-falsifiable, causing potential for bias 

and misunderstanding.

➢ Detectors and examiners have mismatched goals:

• Examiners want to measure the student's contribution.
• Detectors measure AI-model-output similarity.

➢ AI detection tackles the wrong problem, since even a true positive 

does not necessarily imply malpractice.

➢ AI integration into everyday tools will make such policies obsolete.

➢ There is a strong business incentive to sell (flawed) AI detection 

technology to institutions. Do not fall for it: hold the line!

Push back against detection

We do not want to detect

Do not just ignore them!



What should we do?

Teaching students about

LLMs is not optional

➢ LLMs augment academic performance by 5-15%*

➢ We scale marks.

➢ Students will use them with or without guidance. Let’s make 

sure they do it with guidance.

➢ Students should be encouraged to use them.

➢ Students will need to use them in the workplace.

*average data from a few observational studies in various STEM disciplines.



What should we do?

This means that you cannot

just ban AI

➢A «ban» policy ends up damaging compliant students



What should we do?

Be explicit and deliberate

➢ Students need to be explicitly taught to critically evaluate

statements from large language models.

Is it correct? Do you understand why?

Is it incorrect? What is the mistake? What would be the 

correct answer?

➢ Students need to be taught to use LLMs effectively to 

support their learning.

➢ The ultimate goal is to encourage and allow controlled LLM 

usage, while preserving the authenticity of assessment.

The calculator analogy is 
imperfect, but adequate



What should we do?

What happened with calculators

“Calculators, in order to be used effectively to stimulate mathematical 

understanding, cannot simply be ‘improvised around a conventional 

curriculum’ but must be an integral part of the design of a curriculum.”

K. Ruthven (2009), Towards a calculator-aware number curriculum.

➢ Students are now explicitly educated on calculators usage, 

abilities, limits, effectiveness.

➢ Some ILOs and types of exercise disappeared.

➢ When calculators should not be used, we create controlled

conditions to ensure they are not.

➢ Their usage is otherwise assumed, even implicit.

(to be clear, LLMs are at least 100x more disruptive than calculators)

https://my.chartered.college/research-hub/the-calculator-in-maths-curriculum-research-and-uk-policy/


What should we do?

A desirable endgame

➢ Students will be explicitly educated on large language

models usage, abilities, limits, effectiveness.

➢ ILOs will change to involve, or take into account, the 

existence of large language models.

➢ Assessments where large language models should not be 

used will need to take place in a controlled environment.

➢ Authentic assessment will act as an effective motivator to 

encourage students to learn skills, regardless of LLMs

performance on the same tasks.



Some interim advice

➢ Educate students on malpractice.

➢ In-person invigilated assessments are a safe haven, but 

not the only option.

➢ Consider tracking drafts, online or otherwise, but do not 

fingerprint or use mass surveillance tools.

➢ Do not ban, do not detect (or pretend to), but set clear, 

actionable guidelines on the usage of LLMs.

➢ Maximise the human interaction assessment 

components (in-person written task, presentation, 

experiment,…). Monitor statistical anomalies.

➢ Use, with caution, established contract cheating 

policies when malpractice is suspected.

What should we do?



Feel free to follow/contact me:

➢ Twitter: CesareGArdito .

➢ Substack: cesaregardito.substack.com
(slides, thoughts, and recordings of many talks)

➢ Email: cesaregiulio.ardito@manchester.ac.uk

Opinions all mine ☺

Further reading:

➢ Each screenshot has its source as a link (click on it).

➢ Murray Shanahan – Talking about Large Language Models. https://arxiv.org/abs/2212.03551 .

➢ Cleo Nardo - Remarks (1-18) on GPT (compressed). https://www.lesswrong.com/posts/7qSHKYRnqyrumEfbt/remarks-
1-18-on-gpt-compressed .

➢ Sadasivan, Kumar, Balasubramanian, Wang, Feizi, “Can AI-Generated Text be Reliably Detected?”, 
https://arxiv.org/abs/2303.11156 (2023).

➢ Cotton, Cotton,Shipway, "Chatting and Cheating: Ensuring academic integrity in the era of ChatGPT." Preprint. 
https://doi.org/10.35542/osf.io/mrz8h (2023).

➢ Michael Grove, “ChatGPT And Assessments In The Mathematical Sciences”, TALMO. 
http://talmo.uk/blog/feb2023/chatgpt.html (2023).

➢ Michael Webb, “AI writing detectors – concepts and considerations”, JISC. 
https://nationalcentreforai.jiscinvolve.org/wp/2023/03/17/ai-writing-detectors/ .

➢ Sue Attewell et al, Generative AI and students concerns, JISC. 
https://nationalcentreforai.jiscinvolve.org/wp/2023/06/05/generative-ai-and-student-concerns/

➢ “I know a lot of teachers are worried that students are using GPT to write their essays. Educators are already discussing 
ways to adapt to the new technology, and I suspect those conversations will continue for quite some time. I’ve heard 
about teachers who have found clever ways to incorporate the technology into their work—like by allowing students 
to use GPT to create a first draft that they have to personalize .”
Bill Gates, (https://www.gatesnotes.com/The-Age-of-AI-Has-Begun#ALChapter5 ).

➢ A student’s insight when falsely accused of plagiarism by a GPT “detector” on Reddit.
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https://cesaregardito.substack.com/
mailto:cesaregiulio.ardito@manchester.ac.uk
https://arxiv.org/abs/2212.03551
https://www.lesswrong.com/posts/7qSHKYRnqyrumEfbt/remarks-1-18-on-gpt-compressed
https://www.lesswrong.com/posts/7qSHKYRnqyrumEfbt/remarks-1-18-on-gpt-compressed
https://arxiv.org/abs/2303.11156
https://doi.org/10.35542/osf.io/mrz8h
http://talmo.uk/blog/feb2023/chatgpt.html
https://nationalcentreforai.jiscinvolve.org/wp/2023/03/17/ai-writing-detectors/
https://nationalcentreforai.jiscinvolve.org/wp/2023/06/05/generative-ai-and-student-concerns/
https://www.gatesnotes.com/The-Age-of-AI-Has-Begun#ALChapter5
https://www.reddit.com/r/NoStupidQuestions/comments/11rzus1/my_teacher_told_me_my_essay_didnt_pass_the/
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